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How to make any neural network Lorentz-Equivariant

Neural networks are fitting functions,

e.g. regression/classification    


Deep neural networks:


• thrive with a lot of data;


• useful if data is hard to analyse, e.g correlations;


• high-dimensional structure.

fθ : ℝn → ℝ
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• Already extensively used at the LHC;


• Accelerated the discovery of the Higgs boson.



How to make any neural network Lorentz-Equivariant
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Equivariance:

  for any 


Invariance:

 for any 


f(g ⋅ x) = g ⋅ f(x) g ∈ G

g ⋅ f(x) = f(x) g ∈ G



How to make any neural network Lorentz-Equivariant

Equivariance is appealing:


•introduce physics bias in neural networks;


•reduce optimisation error;


•exploit symmetries in geometric inputs.
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• Particle physics data has a rich structure, typically we work with four-vectors xμ

• Lorentz group   but causality restricts our interest to  ⟶ O(1,3) SO+(1,3)
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• Particle physics data has a rich structure, typically we work with four-vectors xμ

• Lorentz group   but causality restricts our interest to  ⟶ O(1,3) SO+(1,3)

⟨x, y⟩ = x0y0 − x1y1 − x2y2 − x3y3

• Define the symmetric bilinear form, or “Minkwoski” product:

⟨x, y⟩ = gμνxμyνor with the metric g = diag(1, − 1, − 1, − 1)

• Condition on the elements of the Lorentz group reads

ΛTgΛ = g
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How to make any neural network Lorentz-Equivariant

• Local reference frames
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• Local reference frames
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L = ⇢(L0)f 0 = ⇢(L⇤�1)⇢(⇤)f = ⇢(L⇤�1⇤)f = ⇢(L)f = fL.

• Particle features in the local frames are Lorentz-invariant: 
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• Get Lorentz-equivariant output by applying a final transformation:

Luigi Favaro19/05/25 - Louvain-la-NeuveWhen the M meets the P

<latexit sha1_base64="WeEPvz5w6037PGnKY84EMHULN1I=">AAACL3icbVBNSxxBEO1R48cmMasevTQugRzCMhMkCiJIvHhUyKqwsxlq2nLT2N0zdFcLMsyP8Sf4K3LVk3hQvPov0jPZQ/x4p1fvVVFVLy+VdBTHd9HU9My72bn5hc77Dx8XP3WXlg9d4a3AgShUYY9zcKikwQFJUnhcWgSdKzzKz3Yb/+gcrZOF+UkXJY40jI08lQIoSFl3K3VeZ1Wq/VeeGl/zymdQ/wp1w/LAjOfjtqG1t5sC8jrd4v2s24v7cQv+miQT0mMT7Gfd+/SkEF6jIaHAuWESlzSqwJIUCutO6h2WIM5gjMNADWh0o6p9suafvQMqeImWS8VbEf+fqEA7d6Hz0KmBfruXXiO+5Q09nW6OKmlKT2hEs4ikwnaRE1aG9JCfSItE0FyOXBouwAIRWslBiCD6EGcn5JG8/P41OfzWT7731w/Wezs/JsnMs1W2xr6whG2wHbbH9tmACXbJ/rBrdhNdRbfRQ/T4r3UqmsyssGeInv4CaBapag==</latexit>X

µ,⌫

ua
µub

⌫gµ⌫ = gab .

Ex. verify that



<latexit sha1_base64="V1geosgspFSw5/6F4di0TASBFF4=">AAAE/nicrVTLbtQwFHWbAO3wmsKSjcUIwYYombbAplIFGxazKFKnrTQJI8e5Ta0mjvEDtbIi8RVsYcUOseVXWPAvOCE8pkWoqnI39+Q+ju1z7aSiYEqH4belZc+/cvXayurg+o2bt24P1+7sqcpIClNaFZU8SImCgnGYaqYLOBASSJkWsJ8ev2jy+29BKlbxXX0qIClJztkho0S70HzNW8XOJngLxynkjFtREi3ZST1o4rE0BczCYBNOEuscLevGbQpd4xhbMw9f7+YN/E9hHF+MKuqPatwf1frFqYBnv9Vzn28MyZyrGvVB23jihpKR2sa6+pNuOycPL6N+Kz7uaB3KezhwO4XeOceLnH1Qrl+CcnE+W+7S/2Kwj6MaB/PhKAzC1vB5EHVghDrbmQ+/x1lFTQlc04IoNYtCoRNLpGa0gHoQGwWC0GOSw8xBTkpQiW3fbI0fGEV0hQVIzArcBuHvDktKpU7L1FW6PR+ps7km+K/czOjDZ4llXBgNnDYLaVZAu5CikrnrCDhjErQmzc4BM44pkURrkAwTSl3QuL/DwOkRnT39ebA3DqInwcarjdH2806ZFXQP3UePUISeom30Eu2gKaKe8N57H7yP/jv/k//Z//KzdHmp67mLFsz/+gOvBIuT</latexit>

L =

0

BB@

uT
0 g

uT
1 g

uT
2 g

uT
3 g

1

CCA
⇤! L0 =

0

BB@

uT
0 ⇤

T g
uT
1 ⇤

T g
uT
2 ⇤

T g
uT
3 ⇤

T g

1

CCA = L⇤�1.

How to make any neural network Lorentz-Equivariant

• Local reference frames

<latexit sha1_base64="4jmblPdfG2waavGzWLgy+cwDXiw=">AAAChXicbVFNb9NAEF2bj5bwFeCIkEZEkObQyEZR4YKo4MIhhyKRtlIcovFm3K669lq7Y6TK8o/g53Hgd3BlnVg0tMzpzXtvNLNv01Irx1H0Mwhv3b5zd2f3Xu/+g4ePHvefPD12prKSZtJoY09TdKRVQTNWrOm0tIR5qukkvfjU6iffyTpliq98WdIix7NCZUoie2rZ/wG+suUUEtPaiOtk6qdX2NQJmwayodfeQ2LPDexNhyNPXLWd9Vu9HzejDddRMMqubLDtg78O2LJsGn/HuLfsD6JxtC64CeIODERXR8v+r2RlZJVTwVKjc/M4KnlRo2UlNTW9pHJUorzAM5p7WGBOblGvo2vgVeWQDZRkQWlYk7Q9UWPu3GWeemeOfO6uay35P21ecfZuUauirJgK2S5ipWm9yEmrfNgEK2WJGdvLCVQBEi0yk1WAUnqy8p/U5hFff/1NcPxmHB+MJ18mg8OPXTK74rl4KfZELN6KQ/FZHImZkOJ38CJ4HQzDnXA/nIQHG2sYdDPPxD8VfvgDKvq7Hg==</latexit>

fL
⇤! f 0

L = ⇢(L0)f 0 = ⇢(L⇤�1)⇢(⇤)f = ⇢(L⇤�1⇤)f = ⇢(L)f = fL.

• Particle features in the local frames are Lorentz-invariant: 

<latexit sha1_base64="+jzQfna86kx5tP2KQgAsCs8W65w=">AAACe3icbVFNT9swGHYC26Dso8BxIL2iQqUTq5IJtl0moe2yQw9MooDUdJXjvgULJ47sN5OiKOf9xh32E/YTkOaUlG10z+nR8yHbj+NMSUtB8MPzV1YfPX6ytt7aePrs+Yv25ta51bkROBRaaXMZc4tKpjgkSQovM4M8iRVexDefav/iGxordXpGRYbjhF+lciYFJydN2t/BoYBI1yGkMhq47pRXZUS6gqILHyAy1xoOBt2v5euw6sGsOxncq00cBgvz3ltYvUV/KfGn3Sv6k3Yn6AdzwDIJG9JhDU4n7Z/RVIs8wZSE4taOwiCjcckNSaGwakW5xYyLG36FI0dTnqAdl/PBKtjPLScNGRqQCuYi/t0oeWJtkcQumXC6tg+9WvyfN8pp9n5cyjTLCVNRH0RS4fwgK4x0IyNMpUEiXt8cQaYguOFEaCRwIZyYu69puT3Ch69fJudv+uHb/tGXo87Jx2aZNfaS7bEDFrJ37IR9ZqdsyAT75W17O96ud+t3/Ff+4V3U95rONvsH/vFvyBG5kA==</latexit>

y
⇤! y0 = ⇢(L0�1)f 0

L = ⇢(⇤L�1)fL = ⇢(⇤)⇢(L�1)fL = ⇢(⇤)y.

• Get Lorentz-equivariant output by applying a final transformation:

Luigi Favaro19/05/25 - Louvain-la-NeuveWhen the M meets the P

<latexit sha1_base64="WeEPvz5w6037PGnKY84EMHULN1I=">AAACL3icbVBNSxxBEO1R48cmMasevTQugRzCMhMkCiJIvHhUyKqwsxlq2nLT2N0zdFcLMsyP8Sf4K3LVk3hQvPov0jPZQ/x4p1fvVVFVLy+VdBTHd9HU9My72bn5hc77Dx8XP3WXlg9d4a3AgShUYY9zcKikwQFJUnhcWgSdKzzKz3Yb/+gcrZOF+UkXJY40jI08lQIoSFl3K3VeZ1Wq/VeeGl/zymdQ/wp1w/LAjOfjtqG1t5sC8jrd4v2s24v7cQv+miQT0mMT7Gfd+/SkEF6jIaHAuWESlzSqwJIUCutO6h2WIM5gjMNADWh0o6p9suafvQMqeImWS8VbEf+fqEA7d6Hz0KmBfruXXiO+5Q09nW6OKmlKT2hEs4ikwnaRE1aG9JCfSItE0FyOXBouwAIRWslBiCD6EGcn5JG8/P41OfzWT7731w/Wezs/JsnMs1W2xr6whG2wHbbH9tmACXbJ/rBrdhNdRbfRQ/T4r3UqmsyssGeInv4CaBapag==</latexit>X

µ,⌫

ua
µub

⌫gµ⌫ = gab .

Ex. verify that

pi, Li



<latexit sha1_base64="HW8Di189HHwktcMq+qjeyAAMTVY=">AAACi3icbVFNb9NAEF2brxIopHDkMiJCSoSJ7FIBQlSqipA4oSKRtlI2WJvNJN14bW93x1Ery7+D38aBn4LEOs0BWt7p7Xszmp03U6OVozj+GYS3bt+5e2/rfufBw+1Hj7s7T45dWVmJI1nq0p5OhUOtChyRIo2nxqLIpxpPptnH1j9ZoXWqLL7RpcFJLhaFmispyEtp9wd4rNJaRVkD+8Bdlaf1cj9pvn8BXhq0gkpbiBxrV84pFxcNP1SLPvCVsOZMpVnfpSoCly4j4FoUC41gWsWkS26v3oO2ZQB9r8PL1hgAP6/EDIATXlAN89JCA5mfH0dJtDvsAKTdXjyM14CbJNmQHtvgKO3+4rNSVjkWJLVwbpzEhia1sKSkxqbDK4dGyEwscOxpu5Kb1OsAG3hROb8n+HVBaViL+HdHLXLnLvOpr8wFnbnrXiv+zxtXNH83qVVhKsJCtoNItQn5QU5a5S+DMFMWiUT7cwRVgBQ+dEKrQEjpxcqfquPzSK5vf5Mc7w6TN8O9r3u9g8NNMlvsGXvO+ixhb9kB+8yO2IhJ9jvoBVHwKtwOX4fvww9XpWGw6XnK/kH46Q/fI8C9</latexit>

vi,k =
NX

j=1

softmax
⇣
'k(si, sj , hpi, pji)

⌘
(pi + pj) for k = 0, 1, 2.

How to make any neural network Lorentz-Equivariant

Lorentz Local Canonicalization, or LloCa

• Equivariantly Predict three vectors for each particle*;


• Apply Gram-Schmidt and predict the 4th vector;


• Construct the local reference frame ;


Applicable to any neural network which uses geometric input

L

Technical aspects:


• Better to use a polar decomposition, ;


• Predictor can be a (small) neural network;

L = RB
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lloca (catalan)

clueca(es), broody hen (en)

*



How to make any neural network Lorentz-Equivariant
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Transformer
DA-Transf.

LLoCa-Transf.

Equivariance improves predictions

“Data augmentation” is 
a valid alternative if 

little data is available
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Regression of an “amplitude”, 
a Lorentz-invariant scalar

Data augmentation: pick a random 
global reference frame g ∈ G



Thanks for your attention!


