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Introduction
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BEH mechanism: spontaneous symmetry breaking is at work also at a fundamental level


Hot Big Bang picture: our Universe starts off hot and dense, then expands and cools down

Cosmological phase transitions

Key to address SM open questions: e.g. matter/antimatter asymmetry 


Aftermath of phase transitions directly observable in gravitational waves



Outline
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Part 2:    Application to Pulsar Timing Arrays

Non-trivial interplay: 

Multi-step phase transitions 
and the role of impurities

Phase transition at 
temperature   Tc

⟨ϕ⟩ : G → H

Depending on the topology of 
the vacuum manifold : 

Formation of defects

G/H

Depending on the strength of 
the (1st order) transition: 

Bubble nucleation

Part 1:



Defects
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Fig. from Ringeval 2010

ℤ2 → nothing

U(1) → nothingSU(2) → U(1)
(’t Hooft Polyakov Monopole)

Fig. from Vilenkin & Shellard 1994

Topological classification

Defect Dimension Homotopy Mass

Domain walls 2

Strings 1

Monopoles point-like

π0(ℳ)

π1(ℳ)

π2(ℳ)

σL2

μL

v2/α

σ ∼ v3
s

μ ∼ η2
v

String tension:

Domain wall tension:
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Formation

Kibble mechanism:


• Fluctuations of scalar field around  with finite 
correlation length 


• Uncorrelated patches will generally select different 
points of vacuum manifold 


• Thermal fluctuations freeze out at  this choice 
cannot be undone and defects will form at the 
boundary of different domains

Tc
ξ(T) < dH

ℳ

TG

• Independent of the details of the effective potential


• Size of the domains does depend on the 
underlying particle physics

[Zeldovich et al. 1975, Kibble 1976]

Fig. From MIT edu
ξ(TG)

dH
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Evolution

Evolution of the network encoded in . 
Two limiting cases:


• Causality-saturating (scaling):   


• Kinematic (driven by cosmological 
expansion only): 

ξ(t)

[Press, Ryden, Spergel 1989]

ξ(t) ∼ dH(t) ∼ t

ξ(t) ∼ ξ(t0) a(t)

Energy density Kinematic Causality-
saturating

Domain walls

Cosmic strings

ρdw =
σ

ξ(t)

ρcs =
μ

ξ(t)2

Ω ∼
Gσt2

ξ(t0)a(t)

Ω ∼ Gμ

Ω ∼ Gσt

Ω ∼
Gμt2

ξ(t0)2a(t)2

Requires efficient energy losses

Loop chopping (strings) Particle production and wall 
collisions (domain walls)

Note: the domain wall network must annihilate 
before it comes to dominate!

Ω = ρd /ρc ∼ Gt2ρd
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Gravitational waves

[Cui et al. 1808.08968]
Cosmic strings:


• Emission dominated by the loops

• Loops are long lived, act as long-lasting source 

• Spectrum is flat up to matter-radiation equality

Domain walls:


• Emission dominated by oscillations of large walls

• Main contribution at the time of network annihilation  

• Spectrum is peaked at corresponding frequency

Saikawa’s review 2017

v ∼ 1014 GeV ( Gμ
10−11 )

1/2

assume one year cross-correlation searches and plot the lines with SNR = 2. The sensitivity curve
for ET is produced by using a fitting function in [137]. The sensitivity of eLISA depends on the
detailed detector configurations, and here we assume the C1 configuration, whose parameters are
specified in Refs. [128,129]. For instrumental noises of DECIGO and Ultimate DECIGO, we used
the parameters specified in Ref. [138]. It should be noted that GWs produced from white-dwarf
(WD) binaries may lead to a significant confusion noise, which decreases sensitivities at lower
frequencies of f ! 0.1Hz. In Figure 3, we adopt the fitting formula for the WD confusion noise
specified in Refs. [139,140] in addition to instrumental noises of DECIGO and Ultimate DECIGO.
The sensitivities of EPTA and SKA are taken from [141,142].

Figure 3: The schematics of the sensitivities of present/future GW experiments and GW signatures
from domain walls. Solid lines represent the present upper limits on the GW background obtained
by EPTA (red) and Advanced LIGO O1 (blue). Dashed lines represent the sensitivities of future
experiments including SKA (orange), eLISA (green), DECIGO (cyan), Ultimate DECIGO (gray),
Advanced LIGO design (blue), and ET (purple). The sensitivity curves for DECIGO and Ultimate
DECIGO contain both the instrumental noise and the WD confusion noise. Light colored regions
represent typical spectra of GWs from domain walls for σ1/3 = 105 GeV and Tann = 0.1GeV (light
red), σ1/3 = 109 GeV and Tann = 104 GeV (light green), and σ1/3 = 1011 GeV and Tann = 108 GeV
(light blue).

In Figure 3, we also plot the GW signatures from cosmic domain walls for three choices of
parameters. In these plots, we used Eqs. (3.9) and (3.10) to estimate the peak amplitude and
frequency. The spectra are extrapolated based on the frequency dependences implied by the results
of numerical simulations, Ωgw ∝ f3 for f < fpeak and Ωgw ∝ f−1 for f > fpeak. We see that
sufficiently large GW signatures are predicted according to the values of σ and Tann.

Following Ref. [61], in Figure 4 we specify the parameter region of Tann and σ1/3 relevant to
observations. The colored regions in Figure 4 correspond to the parameter values for which the peak
amplitude of GWs from domain walls [Eq. (3.9)] exceeds the sensitivity curves plotted in Figure 3.
In Figure 4, we also plot the parameter region denoted by “Wall domination”, which corresponds
to the potential uncertainties since the energy density of domain walls dominates the total energy
density of the universe [see Eq. (2.30)]. Furthermore, the large scale domain walls cannot be formed
if the condition shown in Eq. (2.26) is not satisfied. Combining Eqs. (2.26) and (2.28), we obtain

19

Ωgw ∼ 10−10 ( Ωdw

0.01 )
2

v ∼ 105 GeV v ∼ 109 GeV v ∼ 1011 GeV

Tann ∼ 0.1 GeV Tann ∼ 104 GeV Tann ∼ 108 GeV
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Discontinuity in the order parameter , barrier 
separating the false and the true vacuum.


The transition proceeds via bubble nucleation as a 
result of quantum and/or thermal tunneling.


⟨ϕ⟩

426 A.D. Linde / Decay of false vacuum 

 zT oj 2 

-71- - 

'7 

a e c} ,~2 

Fig. 3. Solution of (2.2) at different values of temperature.  (a) T = 0; (b) T<< r 1(0); (c) T ~ r - l ( 0 ) ;  (d) 
T>>r-a(0). The dashed regions contain the classical field ~0 ~0 .  For simplicity we have shown the 

bubbles for the case, when their wall thickness is less than the bubble radius, 

" t ime" direction/3 with period T -1 [27]. As has been mentioned in the introduction, 
at a finite temperature one should use the effective potential V(¢, T) instead of 
the zero- temperature  potential V(~0) = V(q~, 0), see refs. [3-5]. Calculation of the 
imaginary part of V(q~, T) in an unstable vacuum can be performed in complete 
analogy with what has been done in ref. [22] for the case T = 0. In fact, the only 
modification is that instead of the O(4)-symmetric solution of eq. (2.2) one should 
look for the O(3)-symmetric (with respect to spatial coordinates) solution, periodic 
in the " t ime" direction /3 with period T -1. At T = 0 the solution of eq. (2.2) 
corresponding to the minimal value of the action S4(~) is the O(4)-symmetric 
bubble with a certain typical radius r(0), fig. 3a. At T<< r(o~ the solution will be a 
series of such bubbles placed at a distance T -a from one another in the " t ime" 
direction /3, fig. 3b. At T - r - ~ ( O )  the bubbles become overlapping, fig. 3c. At 
T > r-a(0) (and this case is of most interest and importance for us) the solution is 
a cylinder, whose spatial cross section is the O(3)-symmetric bubble of some new 
radius r(T) ,  fig. 3d. In this case, in the calculation of the action $4(¢) the integration 
over /3 is reduced simply to multiplication by T -1, i.e. 84(q9 ) = T 'S3(q~), where 
$3(~) is a three-dimensional action corresponding to the O(3)-symmetric 
bubble [10]: 

(2.8) 

To calculate S3(~p) it is necessary to solve the equation 

d2~ ~-2_ d~o 
dr 2 r drr = V'(q~, T ) ,  (2.9) 

Fig. from Linde 1983 NPB

Standard nucleation theory
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� Thermal fluctuations in homogeneous spacetime

� ܱ ͵ െsymmetric bounce solution for ߶ሺݎሻ
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� Nucleation rate/volume set by the bounce action

� Nucleation temperature   ߛ  ������ସ

Fig. from tĞŝƌ Ɛ͛ review 
[1705.01783]

߶

Fig. adapted
from E͘>Ğǀŝ Ɛ͛ talk 

߶ሺͲሻ

߶ሺλሻ

3

𝜙′ ′ (𝑟) +
2
𝑟

 𝜙′ (𝑟) =
𝜕𝑉
𝜕𝜙

, 𝜙(∞) = 0
𝜙′ (0) = 0

Assume thermal fluctuations in homogeneous 
space time: O(3) “bounce” solution to EOM

The corresponding action determines the 
nucleation rate per unit volume:

γV(T) ∼ T4 exp(−S3/T)

First order transitions
Tunneling and bubble nucleation

β = 1/T



9

Thermodynamics and gravitational waves
First order transitions

S3(T )
T

T

Nucleation 
condition

Tn

∼ 140

∼ β

α⋆ ≃ ΔV/ρr

Energy released in the plasma Bubble wall velocity 

ΔV = ΔP(0) − γw ΔP(1)

S3(Tn)
Tn

≃ 4 log (MPl /Tn) − 11.4 ∼ 140

Nucleation temperature

β
H⋆

= T
d

dT
(S3/T )

Tn

∼ 100

Duration of the transition

Figure 3: Example output of the PTPlot tool. The plot shows an example of the GW power

spectrum from a first-order PT, along with the LISA sensitivity curve (h2⌦Sens(f) taken from the

LISA Science Requirements Document [65]). The parameters of the example model are vw = 0.9,

↵ = 0.1, �/H⇤ = 50, T⇤ = 200 GeV, g⇤ = 100.

years as the mission duration and a duty cycle of 75%, yielding T ' 9.46 ⇥ 107 s which is the

minimal data-taking time guaranteed by the LISA mission requirements [65].

To give a responsive web interface, the SNR values are precomputed as a function of U f and

HnR⇤ at fixed T⇤ and g⇤; note that the SNR contours are necessarily two-dimensional slices

through a higher-dimensional parameter space and this slicing was chosen for consistency with

previous work [8]. In our case, U f and HnR⇤ are calculated from �/H⇤, vw and ↵ using (6),

(11), (22) and the e�ciency factor from the literature [13].

Note that an SNR plot in the U f-HnR⇤ plane was first presented in [20]; it is a natural

choice of parameters, motivated by the results of simulations. Furthermore, contours of the

fluid turnover time HnR⇤/U f are straight lines on this plot; this combination quantifies the

expected importance of turbulence. Regions where the acoustic period will last for a Hubble

time are shaded on these SNR plots. Note that for producing the SNR curves the duration

of the source is taken to be the Hubble time or the fluid turnover time, whichever is shorter,

as the most conservative estimate possible [17, 20].

On the other hand, for an SNR plot in the �/H⇤-↵ plane, which is more practical for

model builders, the input parameters can be plotted directly, but the contours are deformed

by the inverse mapping from U f and HnR⇤ to ↵ and �/H⇤.

Figs. 2 and 3 show three example plots produced by the PTPlot tool. The two plots in

Fig. 2 display the SNR in the Ūf vs R⇤H⇤ and ↵ vs �/H⇤ parameter spaces. Figure 3 shows

the expected GW power spectrum for some example model and the LISA sensitivity curve.

All sensitivity plots presented in Sec. 6 were made with PTPlot.

20

α⋆ = 0.1

β/H⋆ = 50

Tn = 200 GeV

h2 Ωsw |peak ∼ 10−6 ( H⋆

β ) (κv α⋆)2f |peak ∼ 10−5 Hz ( β
H⋆ ) ( T*

100 GeV ),

Peak frequency and amplitude for sound waves:

Other contributions: bubble collisions and turbulence

Figure 4: Kinetic energy v2 in di↵erent simulation snapshots: t = 2.7/� (top left), 5.4/�

(top right), 10.8/� (bottom left) and 20.1/� (bottom right). We use box size L = 40vw/�,

weak transitions and vw = 0.8.

while grid spacing and various sources of viscosity will lead to exponential damping in the

UV. A detailed discussion of this e↵ect will be provided below. Accordingly, di↵erent box

sizes will facilitate the best measurements for the various physical observables. Also notice

that the power spectrum is generally reduced by finite size e↵ects in the IR and UV. The loss

of power in the UV corresponds to a reduction in the average kinetic energy which we study

in App. D. Extrapolating to very large grid size, we estimate that this leads to a reduction

of the momentum-integrated GW signal by about 20%.

– 14 –
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while grid spacing and various sources of viscosity will lead to exponential damping in the
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sizes will facilitate the best measurements for the various physical observables. Also notice

that the power spectrum is generally reduced by finite size e↵ects in the IR and UV. The loss

of power in the UV corresponds to a reduction in the average kinetic energy which we study

in App. D. Extrapolating to very large grid size, we estimate that this leads to a reduction

of the momentum-integrated GW signal by about 20%.
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Bubble figs. From Jinno, Konstandin, 
Rubira, Stomberg 2209.04369
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Impurities inside the horizon provide new “decay channel” 
for the false vacuum.

General idea

P.J. Steinhardt NPB 1981, Y. Hosotani PRD 1983, 
E. Witten PRD 1984

• Primordial density fluctuations

Fig. from Jinno, Konstandin, 
Rubira, van de Vis, 
[2108.11947], JCAP

Fig. from Lee et al., 
[1310.3005], PRD

• Topological defects

• Compact objects

Fig. from Oshita, 
Yamada, Yamaguchi 
[1808.01382], PLB
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Case of study: electroweak phase transition SB, Mariotti [2203.16450], PRL

  (0,0) → (±vs,0) → (0,v)

Two step transition

V(h, S) = λ (h†h − v2)2 + η (S2 − v2
s )2 + κ h†h S2

Singlet-extended SM (xSM) with ℤ2 : S → − S • 1st step: domain wall network forms

• 2nd step: domain wall network seeds 
the second step and disappears 

𝐸(𝑅) ≃ 4𝜋𝑅2 𝜎B −
4
3

𝜋𝑅3𝜖 − 𝜋𝑅2𝜎DW

Gain by eating up domain wall 
surface

Agrawal, SB, Mariotti, Nee, in prep.

See e.g. Espinosa, Gripaios, 
Konstandin, Riva [1110.2876] JCAP



How to calculate the bounce action?

𝑟 ∈ DW plane

z

r

h𝑐(𝑟, 𝑧)
𝑆𝑐(𝑟, 𝑧)

Critical bubble Kaluza-Klein decomposition

∂2ϕ
∂r2

+
1
r

∂ϕ
∂r

+
∂2ϕ
∂z2

=
∂V
∂ϕ

, ϕ = h, S

Coupled system of PDEs

Domain wall profile as the “false vacuum”

12

� � � �
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�
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Agrawal, SB, Mariotti, Nee, in prep.
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Gravitational waves SB, Jinno, Konstandin, Rubira, Stomberg, to appear

Figure 4: Final spectra of the gravitational waves with (left) and without (right)
the domain wall network. The strength of the phase transition is ↵ = 0.05, and the
velocities of the bubble walls are (from top to bottom) vw = 0.4, 0.55 and 0.8.

11

When  bubbles 
grow inst. out of the walls

ξ ≫ 1/βdw

Domain wall network 
mimicked by Ising model

Size of “bubbles” at 
collisions controlled by ξ

ξ

Spectrum shifted to IR and 
enhanced 

Possible differences in 
spectral shape?

Homogeneous

Seeded

Defect-driven phase transition can effectively set 
 without tuning in the scaling regimeβ/H⋆ ∼ 1
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Introduction

Neutron stars: R ∼ 10 km,   B ∼ 108 − 1015 𝐺 
Great clocks: rapid rotation + large inertia = very stable

Lighthouse effect: very precise ticks when beam crosses line of sight 

Millisecond 
pulsars

12.5 years, 46 pulsars

2009.04496 [astro-ph]

24 years, 6 pulsars

2110.13184 [astro-ph]

15 years, 26 pulsars

2107.12112 [astro-ph]

Combines 65 pulsars

2201.03980 [astro-ph]
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Time of arrivals (ToAs) 12.5 years, 46 pulsars

2005.06490 [astro-ph]

24 years, 6 pulsars

2110.13184 [astro-ph]

Model the noise in the data: 
pulsar-intrinsic + common

Observe the pulsar and 
register the ToAs

Build a theoretical model 
to predict next ToAs

Time residuals: 
R = ToA |th − ToA |obs

Period, period derivative, proper 
motion, parallax, Einstein delay, 
orbital decay, Shapiro delay,…

The NANOGrav 12.5-year Data Set 43

Figure 34. Timing residuals and DM variations for PSR J1911+1347. See appendix A text for details. In residual plots,
colored points indicate the receiver of each observation: 430 MHz (Orange) and 1.4 GHz (Light blue). (a) Variations in DMX.
(b) Residual arrival times for all TOAs. Points are semi-transparent; dark regions arise from the overlap of many points. (c,d)
Average residual arrival times shown full scale (panel c) and close-up of low residuals (panel d).

Figure 35. Timing residuals and DM variations for PSR J1918�0642. See appendix A text for details. In residual plots,
colored points indicate the receiver of each observation: 820 MHz (Green) and 1.4 GHz (Dark blue). (a) Variations in DMX.
(b) Residual arrival times for all TOAs. Points are semi-transparent; dark regions arise from the overlap of many points. (c,d)
Average residual arrival times shown full scale (panel c) and close-up of low residuals (panel d).

NG12
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Correlations

Evidence for a common red process among all the 
pulsars still not enough to claim GW detection!

Necessary to look at angular correlations:


• Monopolar (e.g. offset of the clock)


• Dipolar (e.g. misplaced solar system 
barycenter)


• Quadrupolar (prediction of GWs)

ζ

Pi

Pj
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Sensitivity

[Schmitz 2002.04615]

2 nHz ≈ (10 years)−1 < f < (1 month)−1 ≈ 500 nHz

Narrow sensitivity band:

Most sensitive probe in terms of GW amplitude: 

Ω ∼ 10−10

Relevant temperature for PTA signal (cosmological):

MeV - GeVT⋆ ≃



10 The NANOGrav Collaboration

log10 BF =	4.5 [DE438] 	 
	 4.2 [INPOP19a] 
	 2.4 [BayesEphem]

0.02 [DE438] 
0.06 [BE]

pulsar intrinsic 
noise only

common-spectrum 
process

HD correlated 
process

monopole 
correlated 
process

dipole 
correlated 
process

HD correlated 
+ common-spectrum  

processes

HD correlated 
+ monopole 
processes

HD correlated 
+ dipole 

processes

Is there evidence 
for a common-spectrum 
γ = 13/3 process?

Yes, strong evidence.

Is there evidence for a spatially 
correlated γ = 13/3 process?

No strong evidence for HD 
correlations, decisive evidence 
against monopole and dipole.

Is there evidence for a 
second γ = 13/3 process 
on top of HD? 

Little evidence either way.

0.64 [DE438] 
0.37 [BE]

median ACP =	1.96 10–15  [DE438]

	 1.88 10–15  [INPOP19a] 
	 1.53 10–15  [BayesEphem]

−2.3 [DE438] 
−1.3 [BE]

−2.4 [DE438] 
−2.3 [BE]

0.13 [DE438] 
0.22 [BE]

−0.12 [DE438] 
−0.20 [BE]

Figure 3. A visual representation of Bayesian model comparisons on the 12.5-yr data set. Each box represents a model from
Table 1; arrows are annotated with the log10 Bayes factor between the two models that they connect, computed for both fixed
and BayesEphem-corrected SSE. Moving from the left to the right, we find strong evidence for a common-spectrum process,
weak evidence for its HD correlations, moderately negative evidence for monopolar or dipolar correlations, and approximately
even odds for a second common-spectrum process. The log10 Bayes factor between any two models can be approximated by
summing the values along a path that connects them.

Table 2. Bayesian model-comparison scores

uncorr. process dipole mono. HD HD+dip. HD+mono. HD+uncorr.

ephemeris vs. noise-only vs. uncorrelated process vs. HD correlated process

DE438 4.5(9) �2.4(2) �2.3(2) 0.64(1) �0.116(4) 0.126(4) 0.0164(1)

BayesEphem 2.4(2) �2.3(2) �1.3(1) 0.371(5) �0.199(5) 0.217(6) 0.0621(4)

Note—The log10 Bayes factors between pairs of models from Table 1 are also visualized in Figure 3. All common-spectrum
power-law processes are modeled with fixed spectral index � = 13/3 and with the lowest five frequency components. The digit
in the parentheses gives the uncertainty on the last quoted digit.

by hÂ2i = A2
GWB, where the mean is taken over an en-

semble of GWB realizations of the same AGWB. The
statistical significance of an observed Â2 value is quan-
tified by the corresponding signal-to-noise ratio (S/N,
see Eq. 8 of NG11gwb).

Table 3 and Figure 4 summarize the optimal-statistic
analysis of the 12.5-year dataset. As in NG11gwb, we
computed two variants of the statistic: a fixed-noise ver-
sion obtained by fixing the pulsar red-noise parameters
to their maximum a posteriori values in Bayesian runs
that include a spatially uncorrelated common-spectrum
process; and a noise-marginalized version (Vigeland
et al. 2018), which has proved more accurate when pul-
sars have intrinsic red noise, and which is sampled over
10,000 red-noise parameter vectors drawn from those
same posteriors. For each variant, we computed versions
of the statistic tailored to HD, monopolar, and dipolar
spatial corrections.

Table 3. Optimal statistic Â2 and corresponding S/N

fixed noise noise marginalized

correlation Â2 S/N mean Â2 mean S/N

HD 4⇥ 10�30 2.8 2(1)⇥ 10�30 1.3(8)

monopole 9⇥ 10�31 3.4 8(3)⇥ 10�31 2.6(8)

dipole 9⇥ 10�31 2.4 5(3)⇥ 10�31 1.2(8)

Note—The optimal statistic, Â2, and corresponding S/N
are computed from the 12.5-year data set for a HD, monopo-
lar, and dipolar correlated common-process modeled as a
power-law with fixed spectral index, � = 13/3, using the five
lowest frequency components. We show fixed intrinsic red-
noise and noise-marginalized values. All are computed with
fixed ephemeris DE438.

We recovered similarly low S/N for all three correla-
tion patterns, indicating that the optimal statistic can-

Pulsar Timing Arrays
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Recent results Nanograv, EPTA, PPTA and IPTA

Translation to a stochastic background of GWs in terms of  :Ωgw

Ωgw = A2 ( f
fyr )

5−γ

A = 1.3 ⋅ 10−15, γ = 4.7

NG12

(Spectrum from cosmic strings)

Supermassive black hole binaries (inspiral)10 IPTA

Figure 9. Comparison of IPTA DR2 to other recent data sets. left: Free spectral common-spectrum process model. The inclusion of
legacy data not used in recent PTA analyses allows IPTA DR2 to reach lower frequencies despite missing the most recently collected data.
right: 2D posterior for CP parameters log-amplitude and spectral index, where the contours represent the 1–, 2–, and 3–� confidence
intervals. All recent data sets are in broad agreement on the characteristics of a common-spectrum process.

Figure 10. CP amplitude posteriors for fixed spectral index,
� = 13/3. IPTA DR2 and EPTA DR2 find a systematically higher
amplitude for the common-spectrum process than NANOGrav
12.5 yr and PPTA DR2, although the disagreement is not sub-
stantial.

(Mahalanobis 1936),

DM =
p

( ~µ1 � ~µ2)⌃�1( ~µ1 � ~µ2) , (6)

where ~µ1 and ~µ2 are the mean vectors of the multivari-
ate distributions to be compared and ⌃ = ⌃1 + ⌃2 is the
joint covariance. To quantify the overlap and consistency of
the power law parameters as determined using each dataset,
the Mahalanobis distance between the 2D posterior distri-
butions are computed in Table 3. Despite some di↵erences
the posteriors overlap better than 3-sigma for all pairs of
distributions.

IPTA DR2, using older observations, still shows simi-
lar features as the NANOGrav 12.5, 6-pulsar EPTA DR2
and PPTA DR2 analyses, which have added a significant
amount of new data to the regional PTA data sets. A future
combination of these data sets will boost the total PTA sen-

sitivity in the same way IPTA DR2 is more sensitive than its
constituent data sets. Future combined IPTA data sets will
be important for investigating the origin of this common-
spectrum process.

5 DISCUSSION & OUTLOOK

5.1 Source of the common-spectrum process

The first IPTA data release did not show signs of a common-
spectrum temporally-correlated process, but set an upper
limit of 1.7 ⇥ 10�15 instead. This appears to be in tension
with our results from analysis of the second data release
with a CP amplitude of 2.8 ⇥ 10�15. However, there are
two major di↵erences to point out: 1) the di↵erent choice of
priors for the pulsar red, DM and common noise (Hazboun
et al. 2020b) and 2) the DR1 upper limit was computed
without the use of a SSE uncertainty model (Vallisneri et al.
2020). Both of which have been shown to lead to an increase
in the upper limit, alleviating tensions between the DR1 and
DR2 CP amplitudes.

As in other recent PTA analyses, we find strong evi-
dence in favor of the CP over the noise only hypothesis. It
is important to note that 1) the lack of support for GW-
like spatial correlations prohibits any claims of GW detec-
tion, however 2) this type of evidence for a similar red noise
is expected to precede a detection of spatial correlations
(Siemens et al. 2013; Pol et al. 2021; Romano et al. 2021).

Goncharov et al. (2021a) recently demonstrated that
the common-spectrum process model is favored over the
noise-only hypothesis when the noise spectra cluster in a
similar range, and it is not favored anymore when the noise
spectra are drawn from the prior distribution. Because we
know that the employed prior distribution for red noise pa-
rameters is not representative, it is possible that the evi-
dence we find for a common-spectrum process is caused by
a rejection of a null hypothesis rather than by all pulsars
exhibiting the spatially-uncorrelated component of a GWB.

MNRAS 000, 1–17 (2021)
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Figure 11. The GWB characteristic strain as a function of the local SMBHB number density, �BHB,0, and the minimum primary BH
mass, MBH,1min, and maximum redshift, zmax, of the population contributing & 95% of the GWB signal. Left: Three representative slices
of the strain in this parameter space (one along each axis), with solid contours showing their intersection with isosurfaces of constant
strain value (ACP shown in bold). Right: 3D visualization of the zmax � MBH,1,min panel from the left and its intersection with an
AGWB = 2.8⇥ 10�15 isosurface (gray).

Figure 12. Comparison of power law constraints versus theo-
retical SMBHB populations. The 2D amplitude, spectral index
constraints of the CPs from Figure 9 are compared to the re-
gion of parameters recovered from a large number of realizations
of SMBHB population simulations using astrophysical relations
from (M21 Pop, Middleton et al. 2021) shown in grey contours
and this work (IPTA DR2 Pop) shown in purples contours.

which assumes proportionality between SMBHB and quasar
populations (which may be triggered by galaxy major merg-
ers, Stemo et al. 2020) over mass and redshift. This has
the e↵ect of setting AGWB /

p
�BHB,0, so that AGWB

directly implies �BHB,0. To check coverage of the entire
signal from SMBHBs over mass and redshift, we parame-
terize AGWB = AGWB(�BHB,0,M1,min, zmax), where M1,min

and zmax are the minimum primary SMBH mass and maxi-
mum redshift, respectively, in Equation 7 (Casey-Clyde et al.
2021). We plot this parameterization of the GWB compared
to various strain measurements in Figure 11, including an
AGWB ⇡ 2.8⇥ 10�15 signal (bold contour, gray isosurface).

The 2D panels of Figure 11 show three representative slices
from this parameter space (one along each axis), with con-
tours denoting their intersection with isosurfaces of constant
GWB signal amplitude. The 3D plot shows the bottom right
2D panel in this 3D parameter space, along with its inter-
section with an AGWB ⇡ 2.8 ⇥ 10�15 isosurface. We find
that recovery of a background amplitude like ACP requires
�BHB,0 ⇡ 1.5 ⇥ 10�5 Mpc�3 (corresponding to the bottom
right 2D panel in Figure 11), roughly an order of magnitude
larger than the ⇠ 1.6⇥10�6 Mpc�3 number density implied
by Mingarelli et al. (2017).

Besides this new quasar-based method the standard ap-
proach to determining the local number density �BHB,0 is to
model d3�BHB/(dM1dzdq) using major mergers and empir-
ically observed galaxy and black hole relations (e.g., Simon
& Burke-Spolaor 2016; Chen et al. 2019; Middleton et al.
2021). Following the methods from Middleton et al. (2021)
we analyze the IPTA DR2 CP amplitude. Figure 12 com-
pares the spread of amplitude and spectral index from the
IPTA DR2 CP against values recovered from realizations
of SMBHB population simulations. The original population
constraints using the NANOGrav (Arzoumanian et al. 2020)
frequency bins are shown by the grey shaded area. Repeating
the analysis with the frequency coverage of the IPTA DR2
gives the purple shaded contours. As we reach into lower fre-
quencies the simulations become more constrained towards
the expected spectral index � = 13/3. Limiting the SMBHB
chirp mass M > 108.5M� in the integral of Equation 7 we
get �BHB,0 ⇡ 3.0 ⇥ 10�5 Mpc�3, which is about a factor
of 20 times larger than the number density from Mingarelli
et al. (2017).

MNRAS 000, 1–17 (2021)

IPTA DR2

Astrophysical interpretation: SMBHBs  105 − 106 M⊙

Grey area from simulation of SMBH population

Cosmological interpretation (1/many): cosmic strings 
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Cosmological interpretation (1/many): domain walls 
3

0.1 0.2 0.3

�Ne�

10�3

10�2

10�1

T
�

[G
eV

]

Si
m

on
s

O
bs

er
va

to
ry

P
la

nc
k1

8+
B

A
O

Decay to Dark Radiation

IPTADR2

NG12

10�2 10�1

�� ⌘ (�dw/�tot)�

10�2

10�1

T
�

[G
eV

]
Decay to Standard Model

10�18 10�16 10�14

AGWB

10�2

10�1

�
�

DWs+SMBHBs, Decay to SM

Figure 1. 1� and 2� contours for the 2d posterior distributions of DW parameters. Left panel: DW constituents decay to dark
radiation. In this case, the prior �Ne↵  0.39 from BBN+Yp+D (95% C.L. [56]) is applied, as well as T? � 500 keV. The
95% C.L. bound from Planck18+BAO [57] and 95% C.L. forecasted reach of Simons Observatory [58] are shown as dashed and
dotted lines respectively. Central panel: DW constituents decay to SM radiation. The priors ↵?  0.3 and T? � 2.7 MeV are
applied. Right panel: including a GWB background from SMBHBs, with amplitude AGWB. In all cases, we fix ✏̃ = 0.7, see
text for di↵erent choices. See Appendix A for 1d and 2d posteriors of all parameters.

2.7 MeV for any relevant value of ↵? [70, 71]. We also
cautiously impose ↵?  0.3 to avoid deviations from
radiation domination, which require dedicated numerical
studies. This also ensures that the GWs emitted
from DWs respect the aforementioned DR bound, since
�Ne↵, gw ' 0.2 ↵2

?(g⇤(T?)/10.75)�1/3, see (4).
Data Analysis GW searches at PTAs are

performed in terms of the timing-residual cross-
power spectral density Sab(f) ⌘ �abh2

c(f)/(12⇡2)f�3,
where hc(f) =

p
3/(2⇡2)(0.01Hz/f)(

p
h2⌦GW) Mpc/km

is the characteristic strain spectrum and �ab contains
correlation coe�cients between pulsars a and b in a given
PTA. We performed Bayesian analyses using the codes
enterprise [72] and enterprise extensions [73], in
which we implemented the DW signal (4),(3),(5), and
PTMCMC [74] to obtain MonteCarlo samples. We derive
posterior distributions using GetDist [75]. We include
white, red and dispersion measures noise parameters
following the choices of the NG12 [4] and IPTADR2 [7]
searches for a common spectrum. Furthermore, we
limit the stochastic GW search to the lowest 5 and
13 frequencies of the NG12 and IPTADR2 datasets
respectively, to avoid pulsar-intrinsic excess noise at
high frequencies, as in [4, 7]. We fix ✏̃ = 0.7 according
to [62] and discuss di↵erent choices below. Further
details and prior choices are reported in Appendix A.

We first obtain results with DWs as the only source
of GWs and separately analyze the DR and SM
scenarios. In the former case, we sample �Ne↵ and
T? logarithmically, �Ne↵ 2 [10�2, 0.39], T? 2 [5 ·
10�4, 10] GeV. For the SM scenario, we trade �Ne↵

for ↵? 2 [10�3, 0.3] and impose T? � 2.7 MeV. In all
analyses we sample � 2 [0.5, 1] and � 2 [0.3, 3].

Posterior distributions are shown in Fig. 1. In both

scenarios, NG12 is well fitted by the high frequency tail of
the spectrum, i.e. by a simple power law (� = 1 or � = 6
in the notation of [4]). On the other hand, IPTADR2 [7]
prefers the region of the spectrum around the peak. We
find almost flat posteriors for � and �, see Appendix A.

For the DR scenario, Fig. 1 (left), a significant portion
of the parameter space is constrained by the BBN prior.
We find �Ne↵ � 0.26 (0.15) at 95% C.L. from IPTADR2
(NG12). These values are close to the current bound
from Planck18+BAO (dashed line, 2�) and well within
the reach of the upcoming Simons Observatory [58]
(dotted line, 2�). However, note that CMB bounds
only apply if the decay products remain relativistic until
recombination. We also find T? 2 [23, 93] ( 51) MeV at
95% C.L. from IPTADR2 (NG12).

For the SM scenario, Fig. 1 (center), we find ↵? 2
[0.05, 0.11] ([0.02, 0.08]), well below the upper prior
boundary, and T? 2 [27, 121] ( 41) MeV at 95% C.L.
from IPTADR2 (NG12). Further details and posteriors
can be found in Appendix A.

Next, we search for GWs from DWs in the presence
of a stochastic background from SMBHBs, whose strain
we take to be given by the simple power law hc(f) =
AGWB(f/yr�1)�2/3 (see e.g. [10]), assuming the SM
scenario. The 2D posterior distribution of ↵? and AGWB

in Fig. 1 (right panel) show that both sources fit the
datasets equally well. In particular, the GWB from
SMBHBs fits well with AGWB ' 10�14.5, in agreement
with [4, 7]. In this case, the DW parameter ↵? is only
limited by our priors.

The maximum likelihood GW spectra from DWs
(SM scenario), and for comparison from SMBHBs (as
obtained in our DW+SMBHBs analysis), are shown in
Fig. 2. Spectra with �, � = 1 are also displayed, to show
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Figure 4. Posterior distributions of heavy axion parameters
ma and Fa, 1� and 2� contours, obtained by marginalizing
over T? � 2.7 MeV. Constraints and detection forecasts
are taken from [92]. In the upper left corner, the axion
decays after BBN, to photons (gluons) for ma . (&)GeV [93].
Close to this region, axions radiated by DWs lead to Matter
Domination (MD) before decaying altering GW predictions.
The axion e↵ective theory is not valid for ma > Fa. See
Appendix B for all posteriors.

a heavy axion can be discovered at DUNE ND [86] and/or
MATHUSLA [87] and/or HL-LHC [82], while also fitting
current PTA data.

Additional observable signatures and constraints may
arise from the dark confining sector, with a scale ⇤H ⇠
1�50 TeV from Fig. 4 (e.g. GWs in the LISA range [88] if
H undergoes a first order PT [89], the presence of a dark
matter candidate [90], or signatures at colliders [91]).

We also note that collapsing structures during
DW annihilation might form primordial black holes
(PBHs) [94, 95], whose masses depend substantially on
the annihilation temperature, giving MPBH ⇠ �V H�3

? ⇠
O(10 � 104) M�. Intriguingly, this encompasses the
LIGO BH mass range. A dedicated numerical study is
however required to assess the PBH abundance.

Finally, PTAs are expected to settle whether the
currently observed common-process spectrum is due
to GWs in the near future. Shall this be the case,
obtaining the detailed spectral shape of the GW signal
from DWs, including the annihilation phase, will be
crucial to distinguish it from other candidate sources.
Alternatively, our work can be used to constrain scenarios
with spontaneously broken discrete symmetries.
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Appendix A: Numerical Strategy

Here we provide further details of our numerical
analysis. For the noise analyses, we followed closely the
strategies outlined by the NG and IPTA collaborations in
their searches for a common spectrum signal in [4] and [7],
respectively. We use the datasets released in [100] for
NG12 and in [101] for IPTADR2 (Version B, we use par
files with TDB units).

In particular, for both datasets we consider three
types of white noise parameters per backend/receiver
(per pulsar): EFAC (Ek), EQUAD (Qk[s]) and ECORR
(Jk[s]). The latter is only included for pulsars in
the NG12 dataset and for NG 9 years pulsars in the
IPTADR2 dataset. Additionally, we included two power-
law red noise parameters per pulsar in both datasets:
the amplitude at the reference frequency of yr�1, Ared,
and the spectral index �red. For the IPTA DR2 dataset,
we additionally included power-law dispersion measures
(DM) errors (see e.g. [7]) (in the single pulsar analysis of
PSR J1713+0747 we also included a DM exponential dip
parameter following [7]).

In our searches for a GWB, we fixed white noise
parameters according to their maximum likelihood a
posteriori values from single pulsar analyses (without
GWB parameters). In practice, for the NG12 dataset (45
pulsars with more than 3 years of observation time), we
used the publicly released white noise dictionary [100].
For IPTADR2, on the other hand, we built our own
dictionary by performing single pulsar analyses for each
pulsar with more than 3 years of observation time (we
only included those in our search for a GWB, as in [7],
for a total of 53 pulsars). We used the Jet Propulsion
Laboratory solar-system ephemeris DE438, as well as
the TT reference timescale BIPM18, published by the
International Bureau of Weights and Measures.

The choice of priors for the noise parameters in our

Cosmological interpretation (1/many): first order transitions 
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Figure 13. Current and future constraints on a first order phase transition at temperature T⇤ releasing a

relative energy ↵ into the SM-plasma. For temperatures below ⇡ 2MeV the released energy ↵ leads to tensions

in BBN and CMB measurements of the baryon to photon ratio (blue). The sound waves caused by the phase

transition source GWs that can explain the NANOGrav hint (orange, filled) and in the future can be detected

over a wide range of parameter space (orange line). The green area and lines show the current and future

sensitivity to spectral distortions caused by the sound waves. At temperatures above ⇡ 1MeV the sound

waves and therefore spectral distortions are expected to be reduced due to damping by neutrino di↵usion.

degrees of freedom, the Ne↵ constraint does not apply. One can therefore consider the case where the
PT sources sound waves in the SM plasma directly, which then produce the GWs.

To estimate the GW signal strength, we use the formulas from the previous section, setting ⌦d ! 1
and replacing ↵d ! ↵ as there is now only one fluid present.13 Since the walls now directly source
the acoustic energy in the baryon-photon fluid, we no longer rely on the gravitational coupling and
therefore simply have

✏ac(k) =
(↵)↵

1 + ↵

r
2

⇡

k
3

k3⇤
exp

✓
�

k
2

2k2⇤

◆
, (6.11)

with k⇤ = a⇤�/
p
3.

The results are shown in Fig. 13. An energy injection around or after BBN at T ⇡ 1 MeV leads to
a possible tension between the baryon to photon ratio obtained from BBN and CMB measurements.
The resulting current bound on ↵ and its temperature dependence has been investigated in [105], and
we show it in blue. As can be seen, this bound already excludes a decent chunk of the 2�-region of the
NANOGrav fit (orange, filled). However we find that the remaining region can be probed by future
distortion experiments, provided that our above estimate holds. Furthermore we obtain a significant
overlap of the parameter space testable by SKA and spectral distortions.

The previously mentioned conclusions come, however, with the following caveat: At the beginning
of BBN around T ⇡ 1 MeV, the neutrinos decoupled from the rest of the SM plasma. Similar to
the decoupling of photons, one has to expect that all perturbations on sub-horizon scales might be
significantly damped due to the di↵usion of neutrinos. We anticipate that this e↵ect would reduce the
reach of distortion searches for PT temperatures above 1 MeV. The previously mentioned e↵ect covers
a significant region of the viable parameter space shown by the red line in Fig. 13. For transition
temperatures close to 1 MeV, in that region, a reduction of the GW amplitude is plausible as well as

13
For transition temperatures below ⇡ 1 MeV the neutrinos are decoupled and there are technically two sectors. Since

the energy in the baryon-photon fluid is still ⌦� ⇡ 1, we make this simplifying assumption.
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Energy injection happens at very low temperatures: 
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Cosmological phase transitions offer exciting phenomenology in terms of a stochastic background of gravitational 
waves due to the dynamics associated to topological defects, bubble nucleation, and the non-trivial interplay for 
impurity—driven phase transitions.

Detection of gravitational waves probes uncharted energy scales for fundamental physics. Within the promising program for 
the next decades, Pulsar Timing Arrays are on the verge of finding first evidence of a stochastic background.

Together with astrophysical sources, several cosmological interpretations are possible, each of them coming with 
challenges and virtues: lively arena for new physics searches and BSM.

Thank 
you!


