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Evidence for dark matter 

• Multiple astrophysical and cosmological probes strongly point to the existence of 
non-baryonic dark matter: 

Gravitational lensing 
M/L >> 1

Flat rotation curves 
M/L >> 1
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Evidence for dark matter (cont’ed)

Big Bang nucleosynthesis 
4.7 < η10  < 6.5 

0.017 < Ωbh2 < 0.024 
Multi-λ data +  
weak lensing 
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The cosmic microwave background
Change in the matter/radiation energy density ratio at decoupling:

Ωcdmh2 = 0.1099 ± 0.0062  
Ωm = 0.258 ± 0.030 
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Combined cosmological probes 

C
o
r
r
e
la

ti
o
n
 f

u
n
c
ti

o
n
 

z ~ 0.3 

Ri
es

s 
et

 a
l (2

00
6)

Percival et al (2006)

SDSS LRG sample

As
tie

r e
t a

l (2
00

6)



Roberto Trotta 

SUSY in a nutshell

•  Every SM particle acquires a superpartner with the same quantum numbers but 
opposite spin statistics 


•  Unbroken SUSY: sparticles have the same mass as SM particles


•  SUSY must be broken

A natural 
DM 

candidate
Review article: Bertone, Hooper & Silk (2005)
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A solution to the DM problem

• Under R-parity, the neutralino is stable


• Neutral, weakly interacting, mass in the 
range ~ 100 GeV to a few TeV 


• Cosmological neutralino relic 
abundance:  

Courtesy Sabine Kraml
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The model & data 

• The general Minimal Supersymmetric Standard Model (MSSM):  
105 free parameters!  

• Need some (pretty strong) simplifying assumption:  
the Constrained MSSM (CMSSM) reduces the free parameters to just 4 continous 
variables plus a discrete one (sign(μ)). 


• Clearly a highly constrained model (probably not the end of the story!)


• Present-day data: collider measurements of rare processes, CDM abundance 
(Planck), sparticle masses lower limits, EW precision measurements, Higgs mass 
and couplings.


• Astrophysical direct and indirect detection techniques might also be 
competitive: neutrino (IceCUBE), gamma-rays (Fermi), antimatter (PAMELA), direct 
detection (XENON1T, LUX, PandaX,…)  
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Exploration with “random scans”

• Points accepted/rejected in a in/out fashion (e.g., 2-sigma cuts)


• No statistical measure attached to density of points: no probabilistic 
interpretation of results possible


• Inefficient/Unfeasible in high dimensional parameters spaces (N>3) 


• Explores only a very limited portion of the parameter space! 
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2 dimensional slices 

Roszkowski et al (2001)
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Global fits for Beyond the SM physics

• The theoretical interpretation of a Dark Matter-like signal requires fitting an 
underlying model (e.g., SUSY, extra dimensions, etc) to the data. 


• In case of a detection, a global multi-messenger approach will allow to check the 
consistency of the theory across observables and to obtain more stringent 
constraints on the Dark Matter properties.


• Robust and believable interpretation of direct and indirect detection data requires a 
careful modeling of astrophysical and experimental uncertainties.

“Global fits”: multi-parameters, simultaneous likelihood-based fits to data in several 
observational channels (direct/indirect detection+colliders+cosmology), often including 
uncertainties from poorly-known nuisance parameters (e.g., astrophysical quantities) 

Why global fits?
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Global CMSSM scans 
• Bayesian approach introduced by two groups (early work by Baltz & Gondolo, 2004):

• Ben Allanach (DAMPT) and collaborators (Allanach & Lester, 2006 onwards)

• Ruiz de Austri, Roszkowski & RT (Ruiz de Austri et al, 2006 onwards)  

+ Feroz & Hobson (MultiNest), + Silk (indirect detection), + Strigari (direct detection), + Martinez et al (dwarfs), + de 
los Heros (IceCube) 

Allanach & Lester (2006) Ruiz de Austri, Roszkowski & RT (2006)

See also: Ellis et al (2004 onwards), Buchmuller et al (2008, 2009), Scott et al (2009), Akrami et al (2009)
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Prediction 
e.g., RGEs 
Non-linear 
numerical 
function 

Generic analysis pipeline for BSM physics

Constrained via 
approximately 

Gaussian likelihood 

Physically 
acceptable? 

(binary physicality 
conditions)

YES

NO
Likelihood = 0

Joint likelihood function 
from available data
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Observable 
quantities 

fi(θ ,Ψ) 

- Collider signatures 
- Cosmological dark 
matter abundance 

- gamma-ray, neutrino, 
antimatter flux 

- direct detection signals 

BEYOND THE SM PHYSICS 
4 to 25 parameters of interest  

θ with their prior

Nuisance parameters  
4 to 10  

Ψ with their prior
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Analysis pipeline for BSM physics

SUSY:  
VCMSSM (3), CMSSM (4), NUHM1 (5), 
pMSSM (25)   
Extra dimensions: 
UED and MUED (3)   
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Analysis pipeline for BSM physics

SM quantities (4), astrophysical 
parameters (~ 4-10), propagation 
parameters (~ 10), experimental 
nuisance parameters

Likelihood: 
Based on external data 
and/or reasonable “state 
of belief” (e.g., 
astrophysical quantities)
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Analysis pipeline for BSM physics

Scanning algorithm 
(random, MCMC, nested 

sampling, genetic, MINUIT, etc) 
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Analysis pipeline for BSM physics
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Exploration with “random scans”
• Points accepted/rejected in a in/out 

fashion (e.g., 2-sigma cuts)


• No statistical measure attached to 
density of points: no probabilistic 
interpretation of results possible, 
although the temptation cannot be 
resisted...


• Inefficient in moderately large 
dimensional parameters spaces (even 
just D>5)  

E.g.: Fermi constraints on DM gamma-ray flux 
from dwarfs compared with theory

Abdo et al, arxiv: 1001.4531
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Statistical inference 
• Given a model M, with parameters of interest θ, nuisance parameters Ψ, a prior 

pdf P(θ, Ψ | M), and available data d with likelihood P(d | θ, Ψ, M) = L(θ, Ψ), we 
need an algorithm to compute the following statistical quantities: 

1. Marginal posterior pdf:

P (✓|d,M) =

Z
d P (✓, |d,M) =

Z
d 

L(✓, )P (✓, |M)

P (d|M)

3. Bayesian evidence (model likelihood):

P (d|M) =

Z
d✓d L(✓, )P (✓, |M)

2. Profile likelihood ratio:

�(✓) =
L(✓, ˆ̂ )

L(✓̂,  ̂)

where ˆ̂ is the conditional MLE and  ̂ the unconditional MLE
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Solution: global fits

       5 

Carry out a simultaneous fit 
of all relevant SUSY and SM 
parameter to the experimental 
data/constraints. 

Marginalize (= integrate) or 
maximise along the hidden 
dimensions to obtain  results 
that account for the multi-
dimensional nature of the 
problem.   
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Global Fits: Some History 

O. Buchmueller, R. Cavanaugh, A. De Roeck, J.R. Ellis,  
H.Flacher, S. Heinemeyer, G. Isidori, K.A. Olive, 

 F.J. Ronga, G. Weiglein

MasterCode SuperBayeS

Fittino

H. Flächer, M. Goebel, J. Haller,  
A. Höcker, K. Mönig, J. Stelzer

P. Bechtle, K. Desch, M. Uhlenbrock, P. Wienemann

F. Feroz,  R. Ruiz de Austri, R. Trotta, M.P. 
Hobson

Sfitter

R. Lafaye , M. Rauch, T. Plehn, D. Zerwas 

GFitter

GAMBIT Collaboration (P. Scott, PI)

GAMBIT



• Implements the CMSSM, but can be easily extended to the general MSSM  


• Latest release (v 1.5.1) in April 2011: linked to SoftSusy 2.0.18, DarkSusy 5.0, 
MICROMEGAS 2.2, FeynHiggs  2.5.1, Hdecay 3.102. Uses MultiNest v 2.8.


• Includes up-to-date constraints from all observables, plotting routines, statistical 
analysis tools, posterior and profile likelihood plots. Fully parallelized, MPI-ready, 
user-friendly interface


• MCMC engine (Metropolis-Hastings, bank sampler), grid scan mode, multi-modal 
nested sampling MultiNest algorithm (Feroz & Hobson 2008)  
A full 8D scan now takes less than 2 days on 8 CPUs.


• Now discontinued 

 First Generation Global Fits: SuperBayeS 

http://www.superbayes.org


Slide: Sebastian Hoof 

Second Generation Global Fits: GAMBIT  



Slide: Anders Kvellestad
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CMSSM: Frequentist Fits 
SuperBayeS: profile likelihood 

2011, 41M samples (~1 week on 8 CPUs) 
incl. ATLAS 35 fb-1 Run I and WMAP-7

99%

1107.1715

Stau co-annihilation region now ruled out at > 95% CL in the CMSSM. 

GAMBIT: profile likelihood (95% CL) 
2018, 71M samples (3 days on 2400 CPUs) 

incl. ATLAS/CMS Run I + II, Planck 2018 

Stau co-
annihilation

1705.07935
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CMSSM: Bayesian posteriors (2011) 

68%

95%

99%

SuperBayeS: profile likelihood
“log” priors “flat” priors

SuperBayeS: Bayesian pdf

68%

95%

99%

Tentative convergence between Frequentist and Bayesian scans has not improved 
despite 7 years of additional data (and stronger LHC lower limits).  

The relative viability of the Focus Point region cannot be robustly established

arxiv: 1107.1715arxiv: 1107.1715

arxiv: 1107.1715
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Direct Detection Prospects 
Profile likelihood, 2011 

Astrophysical parameters fixed  
Relic density constraint imposed 

without XENON100

Profile likelihood, 2018 
Astrophysical parameters varied 
Relic density as upper limit only 

10−10 pb
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WIMP mass (GeV)

1 tonne Xe detector
(projection)

True value15
σ
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−8.5
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Constraints including Milky Way modelling and Sloan
Biased constraints without Milky Way modelling

The importance of 
modeling the Milky Way
• Assuming an incorrect local 

density (by a factor of 2) can lead 
to a 15 sigma bias in the 
reconstructed cross section


• Milky Way modeled as a 
parameterized bulge+halo+disk 
spherical, isotropic superposition. 
Sloan-like data used to constrain 
the model’s parameters 


• Marginalization over Milky Way 
halo model parameters converts 
catastrophic direct detection 
systematic errors into more 
manageable statistical errors

Strigari & Trotta (0906.5361)

halo

disk

bulge
dark disk

Parameterized Milky Way model (7 parameters)
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Identification of Cosmological  DM

• Fit low-energy SUSY parameters and try to predict Ωh2 from LHC data alone.

• Problem: LHC data alone are unable to constrain the relic abundance. Even DD 

data cannot break the degeneracy (if ρχ assumed fixed): 
LHC data only (300 fb-1) LHC + DD (fixed ρχ)true value true value

Bertone, RT et al, 1005.4280

If a signal is seen both at the LHC and in direct detection detectors, how can we 
check that this WIMP makes up the bulk of the cosmological relic density?
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Complementarity of direct detection and 
LHC data 
• Strategy: assume that the local density scales with 

the cosmological relic abundance (“scaling Ansazt”): ρχ ∝ Ωh2χ

Bertone, RT et al, 1005.4280

Our scaling Ansatz breaks 
degeneracy in parameter space 

Cosmological solution identified!

LHC data only (300 fb-1) LHC + DD (fixed ρχ) LHC + DD (ρχ scales with Ωh2) 
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Wedding-cake approach

• A full MSSM-15 profile likelihood scan might require O(109) ATLAS likelihood 
evaluations


• Not feasible with full (expensive simulations). Wedding-cage strategy:

Super-fast Neural Network approx

Fast likelihood approx

Full simulation

# evaluations CPU-time per 
likelihood call

~hours

~minutes

~μs

~103

~106

~109

Ln(like)
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Coverage properties of intervals

• Coverage of intervals is a frequentist property.


• Guaranteed when using e.g. Feldman-Cousins procedure to build intervals.


• Approximate confidence intervals are obtained via the Neyman construction with 
profile likelihood ratio as a test statistic. 


• From a Bayesian perspective, coverage properties of credible intervals (if desired) 
can be used to calibrate priors.


• Coverage studies are computationally expensive:  
(a) choose fiducial point in parameter space  
(b) generate pseudo-data  
(c) reconstruct credible/confidence interval  
(d) check whether fiducial point within/without interval.
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“Instantaneous” inference with 
neural networks 
• Standard MCMC 

(SuperBayeS v1.23, 2006 release)  
720 CPU days 


• MultiNest  
(SuperBayeS v1.5, 2010 release) 
16 CPU days 
speed-up factor: ~ 50

Simulated ATLAS data

• SuperBayeS+Neural Networks 
(Bridges, Cranmer, Feroz, 
Hobson, Ruiz & RT, 1011.4306) 
less than 1 CPU minute  
speed-up factor: 30’000

m1/2 (GeV)

m
0 (G

eV
)

Bridges et al (2010)

68%, 95% contours
Black: SuperBayeS pdf

Blue: Neural Network
true value

280 300 320
50

100

150

200

250

300

http://arxiv.org/abs/1011.4306
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RGE 

Non-linear 
numerical 
function 

via SoftSusy 2.0.18 
DarkSusy 5.0 

MICROMEGAS 2.2 
FeynHiggs  2.5.1  

Hdecay 3.102 

Neural nets shortcuts

4 CMSSM parameters  
θ = {m0, m1/2, A0, tanβ} 

(fixing sign(μ) > 0)

4 SM “nuisance 
parameters”  

Ψ={mt, mb,αS, αEM }

Observable 
quantities 

fi(θ ,Ψ) 

CDM relic abundance 
BR’s 

EW observables 
g-2 

Higgs mass 
sparticle spectrum 

(gamma-ray, neutrino,  
antimatter flux, direct 
detection x-section) 

Data:  
Gaussian likelihoods 

for each of the Ψj 
(j=1...4)

Data:  
Gaussian likelihood 

(CDM, EWO, g-2, b→sγ, ΔMBs) 
other observables have 
only lower/upper limits

Physically acceptable? 
EWSB, no tachyons,  

neutralino CDM 

YES

NO
Likelihood = 0

SCANNING ALGORITHM 

Joint likelihood function

Classification net

Regression net
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Neural networks technology 
• We used a feed-forward multi-layer perceptron to “replace” SoftSusy in predicting 

the weak-scale masses from the CMSSM input parameters


• After training with a few 1000’s samples, the neural net achieved a correlation  
> 99.99%

Output layer  
(weak-scale m)

Input layer  
(CMSSM params)

Hidden layer

True mass (GeV) 
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Bridges, KC,  
RT et al (1011.4306)

http://arxiv.org/abs/1011.4306
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Coverage: are intervals what they say? 
• We did 10,000 reconstructions, each with 1 million samples. This would have taken 

1,100 CPU yrs using standard methods. Neural network speed-up is dramatic, of 
order 104. 

• Test case: use weak-scale masses as input, with Gaussian likelihood.  
Coverage is exact (within noise), as expected:

Profile likelihood Bayesian 
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Coverage: are intervals what they say? 
• Mapping back constraints to the CMSSM parameters, we find substantial over-

coverage for both Bayesian and profile likelihood intervals:

Profile likelihood Bayesian 
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Origin of over-coverage in the CMSSM
• The CMSSM prior introduces “physicality” boundaries in the weak-scale masses 

space. As a consequence, the distribution of -2 ln(λ) is not well approximated by χ2 

and Wilks’ theorem does not apply. 

m
χ

1
0 (GeV)

Bridges et al (2010)

68%, 95% contours

Green: CMSSM prior

Red: ATLAS likelihood

true value

CMSSM, µ>0
ATLAS SU3 point

m
q̃
−

m
χ

0 1
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)

0 100 200 300200

300

400

500

600

700

800

−2 ln[λ(m0)]

Bridges et al (2010)

0 1 2 3 40

1

2

3

4

5

6

−2 ln[λ(m0)]

Bridges et al (2010)

0 1 2 3 40

1

2

3

4

5

6

Wilks 
Weak scale toy 

Wilks 
CMSSM 
params 

Unphysical

Ph
ys

ica
l

Bridges, KC, RT et al (1011.4306)

http://arxiv.org/abs/1011.4306
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Conclusions - BSM Global Fits 

• Global scans of Beyond the Standard Model theories are now a mature field


• Ensuing predictions for direct/indirect detection experiments have to be interpreted 
with care due to weakness of current constraints


• BUT, quantitative, accurate inference tools will be required to pursue a robust and 
believable multi-messenger identification of DM


• Current tools have the ability to include statistical and systematic uncertainties in a 
statistically principled way


• Further work will focus on the careful assessment of their performance on simulated 
data sets under a variety of conditions
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Gamma-ray from WIMP annihilation  
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Predicting the gamma ray flux

Differential flux:

DM density profile:

particle  
physics

astrophysics

d��

dE�
�

�
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dNi
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Predicting the GC gamma ray signal

J(�) =
�
los dl�2

�(r(l, �))

J̄ = 1
�⇥

�
�⇥ J(�)d⇥ Ci

re
lli 

 (2
00

9)

DM density profile

�⇥(r) = �0 exp
⇤
� 2

�

��
r
rs

⇥�
� 1

⇥⌅
Einasto profile:
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A GC Excess?  
• Initial hints of a DM signal 
from the galactic center 
(Goodenough & Hooper 
2009)


•Caveats: 


• GC very complex 
region: point sources, 
diffuse emission, etc


• Strong bounds from 
PAMELA antiproton 
data and radio data 
constraining 
synchroton emission


• The Hooper & 
Goodenough model is 
effectively ruled out.

Goodenough & Hooper (2009)

extrapolated 

bckg

(HESS+diffuse)

DM signal

3x too large

for relic WIMPs 
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GC Excess from the pMSSM

• Astrophysical explanations most plausible for the “excess” (unresolved population 
of millisecond pulsars, inverse Compton from cosmic rays).


• Can the putative excess be explained with a SUSY model? YES 

Bertone, RT et al 2016
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GC Excess from the pMSSM
• There exist points in the 19-dimensional pMSSM that can explain the GC excess 

while satisfying all other constraints 


• Since this study was done, direct detection constraints have further improved, 
largely ruling out the ttbar island. 

Bertone, RT et al 2016

WW final state

ttbar finally state



Milky Way dwarf galaxies

Not much else: no astrophysical background*
compare to Galactic center

Nearby, lots of dark matter (                       )log10 J ∼ 18 − 20



the bb̄ and τþτ− channels with expectation bands derived
from the analysis of 300 randomly selected sets of blank
fields. Sets of blank fields are generated by choosing
random sky positions with jbj > 30° that are centered at
least 0.5° from 3FGL catalog sources. We additionally
require fields within each set to be separated by at least
7°. Our expected limit bands are evaluated with the 3FGL

source catalog based on four years of PASS7 REPROCESSED

data and account for the influence of new sources present in
the six-year PASS8 data set.
Comparing with the results of Ackermann et al. [13], we

find a factor of 3–5 improvement in the limits for all
channels using six years of PASS8 data and the same sample
of 15 dSphs. The larger data set as well as the gains in the

LAT instrument performance enabled by PASS8 both
contribute to the increased sensitivity of the present
analysis. An additional 30%–40% improvement in the
limit can be attributed to the modified functional form
chosen for the J factor likelihood (3). Statistical fluctua-
tions in the PASS8 data set also play a substantial role.
Because the PASS8 six-year and PASS7 REPROCESSED

four-year event samples have a shared fraction of only
20%–40%, the two analyses are nearly statistically inde-
pendent. For masses below 100 GeV, the upper limits of
Ackermann et al. [13] were near the 95% upper bound of
the expected sensitivity band while the limits in the present
analysis are within 1 standard deviation of the median
expectation value.

FIG. 1 (color). Constraints on the DM annihilation cross section at the 95% CL for the bb̄ (left) and τþτ− (right) channels derived from
a combined analysis of 15 dSphs. Bands for the expected sensitivity are calculated by repeating the same analysis on 300 randomly
selected sets of high-Galactic-latitude blank fields in the LAT data. The dashed line shows the median expected sensitivity while the
bands represent the 68% and 95% quantiles. For each set of random locations, nominal J factors are randomized in accord with their
measurement uncertainties. The solid blue curve shows the limits derived from a previous analysis of four years of PASS7 REPROCESSED

data and the same sample of 15 dSphs [13]. The dashed gray curve in this and subsequent figures corresponds to the thermal relic cross
section from Steigman et al. [5].

FIG. 2 (color). Comparison of constraints on the DM annihilation cross section for the bb̄ (left) and τþτ− (right) channels from this
work with previously published constraints from LAT analysis of the Milky Way halo (3σ limit) [57], 112 hours of observations of the
Galactic center with H.E.S.S. [58], and 157.9 hours of observations of Segue 1 with MAGIC [59]. Pure annihilation channel limits for
the Galactic center H.E.S.S. observations are taken from Abazajian and Harding [60] and assume an Einasto Milky Way density profile
with ρ⊙ ¼ 0.389 GeV cm−3. Closed contours and the marker with error bars show the best-fit cross section and mass from several
interpretations of the Galactic center excess [16–19].

PRL 115, 231301 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

4 DECEMBER 2015

231301-6

Fermi collaboration 1503.02641 (PRL)

Dwarf searches reach the relic cross section

Cross section limits
27 dwarfs, 10 yrs of data 

Hoof, Geringer-Sameth & RT (in prep)
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Case study: Reticulum II
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FIG. 1: Energy spectrum of events detected within 0.5� of
RetII (red points) with 68% Poisson error bars. Two back-
ground estimates are shown: 1) the sum (solid black) of
the Fermi Collaboration’s models for isotropic (dashed) and
galactic di↵use (dot dash) emission at the location of RetII,
and 2) the average intensity (gray triangles) within 3306 ROIs
that lie within 10� of RetII and overlap neither known sources
nor the ROI centered on RetII. The number of events detected
from RetII in each energy bin is shown above the error bar.
The number expected from the Fermi background model is
shown below the solid black curve.

ber of events divided by the width of the energy bin,
the instrument exposure, and the ROI’s solid angle.
Error bars indicate standard 68% Poisson confidence
intervals [e.g. 47] on the mean counts in each bin
(5 bins per decade between 0.2 GeV and 300 GeV).
The figure also shows two estimates of background.
First, the solid black line represents a two-component
background model that is derived by the Fermi col-
laboration (http://fermi.gsfc.nasa.gov/ssc/data/
access/lat/BackgroundModels.html). It is the sum
of the isotropic spectrum iso source v05.txt (dashed
black line) and the di↵use interstellar emission model
gll iem v05 rev1.fit (dot dashed). The latter is aver-
aged over the 1� region surrounding RetII (we confirmed
that the curve does not change for any choice of radius
within 5�). Second, gray triangles indicate an empirical
estimate of background, showing the average intensity
within 3306 ROIs that fall within 10� of RetII and do
not overlap with any source masks, the central ROI, or
the boundary of the 10� region (see Fig. 3, right panel).
The two estimates of background show good agreement.
Between 2 GeV and 10 GeV, the spectrum from RetII
clearly rises above the expected background.

To derive a detection significance we employ the follow-
ing method (see [41] for details). Each event in the ROI is
assigned a weight w(E, ✓) based on its energy E and an-
gular separation ✓ from the ROI center. The test statistic
T =

P
w(Ei, ✓i) is the sum of the weights of all events in

the ROI, with larger values of T providing evidence of a
signal. In this approach, the most powerful weight func-
tion for testing the background-only hypothesis is given
by w(E, ✓) = log[1+s(E, ✓)/b(E, ✓)], where s(E, ✓) is the
expected number (in a small dE, d✓ range) of events due
to dark matter annihilation for the alternative hypothe-
sis (signal) and b(E, ✓) is the expected number from all
other sources (background).

The expected signal depends on the dark matter parti-
cle properties (mass M , annihilation cross section h�vi),
the dark matter content of the dwarf galaxy (parame-
terized here by the single quantity J [e.g. 48]), and the
detector response (exposure ✏ and PSF):

s(E, ✓)

dEd✓
=

h�viJ
8⇡M2

dNf (E)

dE
⇥✏(E)PSF(✓|E)2⇡ sin(✓). (1)

For annihilation into a final state f , dNf/dE is the num-
ber of �-rays produced (per interval dE) per annihilation.
We adopt the annihilation spectra of Cirelli et al. [49],
which include electroweak corrections [50]. Note that the
unknown J value is exactly degenerate with h�vi.

We quantify the signal’s significance by calculating its
p-value: the probability that background could generate
events with a total weight greater than that observed for
the ROI centered on RetII. We also quote “� values”,
CDF�1(1 � p), using the standard normal CDF.

First we compute significance by modeling the back-
ground in the central ROI as an isotropic Poisson pro-
cess. This procedure is justified by RetII’s location in a
quiet region that is far from known sources and strong
gradients (see Fig. 3, right panel). Specifically, we as-
sume that 1) the number of background events within
0.5� of RetII is a Poisson variable, 2) background events
are distributed isotropically, and 3) their energies are in-
dependent draws from a given spectrum. Under these
assumptions the test statistic is a compound Poisson vari-
ate whose PDF we can calculate for any weight function
and any adopted background spectrum [41]. There is
no assumption that the PDF follows an asymptotic form
such as �2.

We consider four possible energy spectra for the back-
ground b(E, ✓). The first two are sums of the Fermi col-
laboration’s isotropic and galactic-di↵use models, where
the latter is averaged within either 1� or 2� of RetII. We
refer to these spectra as ‘Di↵use 1’ (this is the same back-
ground model shown in Fig. 1) and ‘Di↵use 2’. The third
is an empirically-derived spectrum (‘Empirical 1’) using
events between 1� and 5� from RetII (excluding masked
sources). Below 10 GeV, this spectrum is a kernel den-
sity estimate, with each event replaced by a Gaussian
with width 20% of its energy. Above 10 GeV we fit a
power law with exponential cuto↵. Finally, we bin the
same events (30 bins between 0.2 GeV and 1 TeV) in or-
der to construct a fourth possible background spectrum
(‘Empirical 2’), where the intensity between bin centers
is found by linear interpolation in log(intensity). Fig-

6.5 yr Pass 7 Fermi LAT data

compatible results. Second, we calculate the bootstrap mean
and dispersion of the J-factor (Efron 1982). For this purpose,
we generate 500 bootstrap resamples10 by drawing with
replacement 16 stars among the 16 of the original sample with
>P 0.95i . The results are in excellent agreement with the

MCMC analysis. Finally, we use all 38 stars of the sample but
weight the likelihood function of Equation (4) by the
membership probabilities Pi (Bonnivard et al. 2015a). As only
one star shows an intermediate membership probability

< <P0.05 0.95i , we obtain very similar results. These two
tests confirm that the reconstruction of the astrophysical factors
of Ret II is not significantly affected by outliers. This is not
always the case, notably for Segue I (V. Bonnivard et al. 2015,
in preparation).

We note that Simon et al. (2015) independently performed
an analysis of the M2FS Ret II spectroscopic data and found a
slightly smaller J-factor. This can be traced to their choice of
priors and light profile (L. Strigari 2015, private communica-
tion). A detailed comparison will be presented in A. Geringer-
Sameth et al. (2015, in preparation).

4. COMPARISON TO OTHER dSphs

The same Jeans analysis has been applied to 21 other dSphs
in Bonnivard et al. (2015a). In Figure 4, we compare the
J-factors (for a = 0.5int ) of Ret II to the brightest objects
identified in Bonnivard et al. (2015a).11 Ret II is comparable to
Wilman I in terms of its median J-factor, but slightly below
Coma Berenices and Ursa Major II. Its CIs are typical of an
“ultrafaint” dSph, and significantly larger than the uncertainties
of “classical” dSphs.

Interpreting the possible γ-ray signal in Ret II in terms of
DM annihilation (Geringer-Sameth et al. 2015b; Hooper &
Linden 2015), one would expect similar emissions from the
dSphs with comparable J-factors, such as UMa II, Coma, and
Wil I. However, no excess was reported from these latter

objects (Geringer-Sameth et al. 2014; Fermi-LAT Collabora-
tion 2015). This could be explained by the large statistical and
systematic12 uncertainties in the J-factors. Moreover, the Jeans
analysis assumes all of these objects to be in dynamical
equilibrium, but tidal interactions with the Milky Way could
artificially inflate the velocity dispersion and therefore the
astrophysical factors. UMa II, and to a lesser extent Coma,
appear to be experiencing tidal disturbance (Simon & Geha
2007; Fellhauer et al. 2007; Munoz et al. 2010; Smith
et al. 2013), while Wil I may show non-equilibrium kinematics
(Willman et al. 2011). Caution is therefore always advised
when interpreting the astrophysical factors of these objects. The
dynamical status of Ret II is not yet clear. Its flattened
morphology may signal ongoing tidal disruption. However, the
available kinematic data do not exhibit a significant velocity
gradient that might be associated with tidal streaming motions
(Walker et al. 2015).

5. CONCLUSION

We have applied a spherical Jeans analysis to the newly
discovered dSph Ret II, using 16 likely members from the
kinematic data set of Walker et al. (2015). We employed the
optimized setup of Bonnivard et al. (2015a, 2015b), which was
found to mitigate several biases of the analysis, and checked
that our results are robust against several of its ingredients. We
find that Ret II presents one of the largest annihilation J-factors
among the Milky Way’s dSphs, possibly making it one of the
best targets to constrain DM particle properties. However, it is
important to obtain follow-up photometric and spectroscopic
data in order to test the assumptions of dynamical equilibrium
as well as to constrain the fraction of binary stars in the
kinematic sample. Nevertheless, the proximity of Ret II and its
apparently large DM content place it among the most attractive
targets for DM particle searches.
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To discover dark matter annihilation using dwarfs:

1. Gamma-ray data is inconsistent with background

3. Consistent with dark matter annihilation 
      (compare with other dwarfs, other experiments)

2. Inconsistent with any other possible source 
      (e.g. non-DM astrophysics, incorrect diffuse bg models)
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Two ways to model background give two different 
significances. 

Beware of the Look Elsewhere Effect, too! 

p-value = 0.0001 p-value = 0.01

Diffuse background model
• Poisson with given spectrum: 

• “physical” model — cosmic 
ray interactions in Milky 
Way, extragalactic isotropic 
emission, charged particle 
misidentification 

• No additional non-DM 
sources along line of sight 
towards dwarf
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To discover dark matter annihilation using dwarfs:

1. Gamma-ray data is inconsistent with background

3. Consistent with dark matter annihilation 
      (compare with other dwarfs, other experiments)

2. Inconsistent with any other possible source 
      (e.g. non-DM astrophysics, incorrect diffuse bg models)
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Compare with known classes of gamma-ray sources

5

where dFb(E)/dEd⌦ is the adopted background flux
model of Sec. II A and ✏(E) is the Fermi-LAT exposure
(e↵ective area ⇥ time) in the direction of RetII.

The di↵erential signal s(E, � | ✓) for a point source
depends on energy and angular separation from RetII
and on the model parameters ✓:

s(E, � | ✓) =
dF (E | ✓)

dE
✏(E)PSF(� | E), (3)

where dF (E | ✓)/dE is the source photon flux per energy
and the � dependence is governed entirely by the instru-
ment’s PSF9. We discuss the choice to model RetII as a
point source rather than an extended one in Sec. IVB.

Our statistical tests will be based on an unbinned like-
lihood. As the size of the bins in E and � shrink to zero
Eq. 1 becomes

P(X� | ✓) / exp

✓
�
Z

(s + b)dEd⌦

◆Y

i

(si + bi), (4)

where the integral is over the entire ROI (i.e. all energies
and angular separations). The product in Eq. 4 is over
the individual observed events, i.e. si = s(Ei, �i | ✓).

In the limit of small bins the constant of proportion-
ality in Eq. 4 goes to zero. It is convenient to normalize
the probability by a term which does not depend on the
model parameters ✓. A likelihood ratio where the de-
nominator is the probability under the background-only
model is a convenient choice. Dividing Eq. 1 by itself but
with all Sj = 0 yields a finite limit as the bins become
infinitesimal (cf. Eq. 22 of [11]):

P(X� | ✓)

P(X� | s = 0)
= exp

✓
�
Z

s dEd⌦

◆Y

i

✓
1 +

si
bi

◆
. (5)

IV. SOURCE MODELS

We consider two classes of models to describe the
gamma ray source toward RetII: phenomenological de-
scriptions of astrophysical sources and dark matter anni-
hilation within RetII.

A. Astrophysical source models

We model astrophysical sources as point sources with
either power law or curved “log parabola” spectra. These
two functional forms are used to describe the vast ma-
jority of gamma-ray sources in the Fermi Third Source
Catalog (3FGL) [65]. In the 3FGL each source (unless
it is a pulsar) is fit with both a power law and a log

9
In this work we do not model the finite energy resolution of the

LAT (�E/E . 0.1 for E & 0.5 GeV) as the spectra we consider

are much broader than this.

parabola spectrum. If the log parabola spectrum is found
to be a significantly better fit (di↵erence in test statistic
greater than 16) it is adopted as the “spectral type” in
the catalog. Of the 3034 sources in the catalog, 2523 are
described by a power law spectrum and 395 are assigned
log parabola spectra. The remaining 116 sources are pul-
sars (and the extremely bright blazar 3C 454.3) and are
fit with power laws with exponential or superexponential
cuto↵s. We consider a pulsar interpretation of the RetII
signal in Sec. VI B. We note that other spectral shapes
(e.g. broken power law) may provide better fits to some
sources. However, for the purpose of comparing RetII’s
spectrum to those of known gamma ray sources we adopt
the same spectral models used in the 3FGL.

The power law spectrum has two model parameters, a
normalization F0 and a slope ↵,

dF (E | ✓)

dE
= F0

✓
E

E0

◆�↵

, (6)

where E0 is an arbitrary reference energy that we fix to
1 GeV.

The log parabola spectrum has an additional curvature
parameter �:

dF (E | ✓)

dE
= F0

✓
E

E0

◆�↵�� log(E/E0)

, (7)

where log is the natural logarithm. In the 3FGL the ref-
erence energy, called the pivot energy Ep, varies from
source to source. Changing the reference energy changes
the parameter ↵ [72]: ↵(Ep) = ↵(E0) + 2� log(Ep/E0).
We convert the ↵(Ep)’s given in the 3FGL to
↵(E0 = 1GeV) for this work.

B. Dark matter annihilation

For dark matter annihilation the model parameters are
✓ = (M, h�vi, ch, J), with the first three representing the
dark matter particle mass, its velocity-averaged annihi-
lation cross section, and the annihilation channel (i.e.
Standard Model final state). We treat RetII as a point
source of gamma-rays (see below). Therefore, as far as
gamma-ray emission is concerned, its dark matter halo
is parameterized by a single quantity J , the integral over
the halo volume of the dark matter density squared di-
vided by the line-of-sight distance squared. The dark
matter annihilation flux to be used in Eq. 3 is given by
(e.g. [11])

dF (E | ✓)

dE
=

h�viJ
8⇡M2

dN�(E)

dE
, (8)

where dN�/dE is the number of gamma-rays emitted per
annihilation (per energy) for the given final state channel
and mass M . For dN�/dE we adopt the spectra com-
puted by Cirelli et al. [73], which include electroweak
corrections [74]. For point-source emission J is exactly

11
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FIG. 4. Same as Fig. 3 but with log parabola spectra parameterized by Epeak (the energy at which the energy flux E2dF/dE
peaks) and curvature �.

FIG. 5. The pulsar contribution to RetII’s gamma-ray flux
compared with the di↵use background level. Each thin curve
shows the spectrum of a gamma-ray detected globular cluster
scaled according to the distance and luminosity of the globular
cluster relative to RetII. Solid lines correspond to globular
clusters with power law spectra in the 3FGL, dashed lines to
those with log parabola spectra. The thick curve shows the
di↵use background. Fluxes are integrated over a region of
radius 0.25� as in Fig. 1.

(flux per solid angle) of the scaled globular cluster emis-
sion: the maximum value of the PSF multiplied by the
point source flux (see Eq. 3). Except for Palomar 9, each
scaled globular cluster has a gamma-ray intensity an or-
der of magnitude or more below the background estimate
in RetII’s direction. Palomar 9’s intensity lies slightly
above background at energies above 30 GeV. However,
at these energies we expect fewer than a single event to
be detected by Fermi. We conclude that it is highly un-
likely that a population of MSPs could give rise to an
observable gamma-ray signal from RetII.

Another way to see the implausibility of the MSP
explanation is to note that the estimated number of
MSPs in gamma-ray emitting globular clusters range
from about ten to at most a few hundred [83, 89, 90].
This relative handful of MSPs occur in densely packed
systems of millions of stars. RetII, with about 1000 so-
lar luminosities, is unlikely to possess a single MSP. In
fact, using a sample of globular clusters not selected by
gamma-ray luminosity, Hooper and Linden [91] find the
occurrence of MSPs in globular clusters to be about 1
per 106 solar luminosities.

The results of this section, based on simple scaling ar-
guments, are in agreement with the conclusions of Win-
ter et al. [92]. In that study, the pulsar contribution to
dwarf galaxy gamma-ray fluxes is estimated by construct-
ing a gamma-ray luminosity function for isolated Milky
Way MSPs and then scaling the Milky Way population

Epeak = energy at peak of SED E2dF/dE

blazars
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Gamma-ray data is inconsistent with background

Consistent with dark matter annihilation

Inconsistent with any other possible source 
(e.g. non-DM astrophysics, incorrect diffuse bg models)

+

+

Combine all three tests into a single search using a Bayesian 
approach 
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Carina 2 and 3 
Discovered by Torrealba+ 1801.07279 (MNRAS)
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Idea: empirical prior distribution of background 
sources leads to empirical prior on non-DM 

point-like sources around the target 

P(θ ∣ Dbg)

dF(E)
dE

= F0 ( E
E0 )

−α

fit each bg region with diffuse + point source

α
F0 α
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Conclusions - Constraints on DM from dwarfs 

• Ruling out diffuse bg model is not enough  

• Want to distinguish DM annihilation from non-DM source 
populations without sacrificing sensitivity 

• Methods apply to any dwarf which is a promising DM 
target and shows evidence for gamma-ray emission along 
line of sight 

• Should be simple to extend to any dark matter target 
where you expect localized emission (e.g. galaxy clusters, 
groups, dark subhalos)  
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Profile likelihood results: comparison
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• Akrami et al (0910.3950) adopted a genetic algorithm (GA) to map out the profile likelihood.


• This allows to find isolated spikes in the likelihood in the focus point region:  
is this something other frequentist fits might have missed?

overall best-fit
isolated local 

maxima

Genetic Algorithm 
 profile likelihood

MultiNest  
profile likelihood 

MasterCode 
profile likelihood

excluded at ~ 3σ
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Samples from priors only

• No data in the likelihood, non-physical points discarded 
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Samples from priors only

• Volume effect from the non-physical regions

Flat priors Log priors 
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Prior distribution for observables

Priors are highly informative regarding the quantities being constrained!
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Current constraints

Indirect observables SM parameters

Plus consistency with astrophysical 
probes
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Challenges of profile likelihood evaluation

• MCMC/MultiNest are not 
designed to find the best-fit 
point. Bayesian algorithms are 
designed to map out regions of 
significant posterior probability 
mass


• Even for a simple Gaussian toy 
model, this becomes difficult to 
do as the number of 
dimensions of the parameter 
space increases


• Profiling with vanilla MCMC 
or MultiNest scans has to be 
done with caution! 
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Posterior pdf from MultiNest scans
• MultiNest is primarily aimed at evaluation of the posterior pdf. It does an excellent 

job even for multi-modal problems. 8D toy case (Feroz, KC, RT et al, in prep)


• The tolerance parameter (tol) determines the stopping criterium (based on the 
incremental change of the value of the local evidence). Lower tol gives a finer 
exploration around the peak, important for profile likelihood evaluation
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Profile likelihood from MultiNest scans
• A fairly accurate the profile likelihood can be obtained with MultiNest by tuning the 

tolerance (lower, tol=0.0001) and the number of live points (higher, nlive=20,000) 
(Feroz, KC, RT et al, in prep), even for highly multi-modal distributions. 8D toy:
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• MultiNest scan with 20,000 live points (usually: 4,000) and tolerance 0.0001 (usually: 
0.5) results in 5.5 million likelihood evaluations (Akrami et al, GA: 3 million), and 
best-fit chi-square = 9.26 (Akrami et al, GA: 9.35).  
MultiNest finds a better best-fit + smoother contours than GA.

Profile likelihood from MultiNest

68%, 95% CL
68%, 95% CL

Profile likelihood MultiNest, tol=10-4 
Merged log and flat priors scans

Profile likelihood 
Genetic algorithm

Akrami et al (2010)
Feroz, KC, RT et al (2011)


